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1 Introduction
* Targue for changing two common assumptions about the externalization of syntactic structure’:

i. Linear order is antisymmetric, not asymmettric.

ii. Vocabulary Insertion is many-to-many, not one-to-one.

* With these changes, we eliminate the need for several morphological operations, simplifying the process of
externalization.

* I provide parsimonious accounts of simultaneity phenomena (e.g., grammatical tone), multiple expo-
nence, and portmanteaux.

2  Theoretical motivation

2.1 Motivating antisymmetry

* Following Kayne (1994), it is common to model word order as a binary relation (a set of ordered pairs).

* Kayne argues that for this relation—henceforth, the precedence relation—to be well-formed, it must be
a (strict) linear order.

* This means that a precedence relation must be transitive, total, and asymmetric:

(1) Let R be a binary relation over a set S. Then R is transitive iff for all x, y, z € S, if (x,y) € Rand
(y,2) € Rthen (x,z) € R. Informally, if R relates x to y, and R relates y to z, then R also relates x
to 2.

(2) Let R be abinary relation over a set S. Then R is total (or connected) iff for all x, y € S'such that
x # y, either (x,y) € Ror (y,x) € R. Informally, if x and y are distinct, then R relates x to y or R
relates y to x.

(3) Let R be a binary relation over a set S. Then R is asymmetric iff forall x, y € S, if (x, y) € R then
,x) € R. Informally, if R relates x to y, then R does not relate y to x.
Y: Y Y

* In discussing linear order, linguists often refer to asymmetry as antisymmetry.

' This handout reports on joint work with Jason Kandybowicz.



* As these terms are typically used elsewhere, asymmetry and antisymmetry differ in that asymmetry entails
irreflexivity.

(4) Let R be a binary relation over a set S. Then R is antisymmetric iff for all x, y € S, if (x,y) € R
and (y,x) € R, then x = y. Informally, if R relates x to y and y to x, then x and y are the same
entity.

(5) LetRbeabinary relation overasetS. Then R isirreflexive iff forallx € S, (x,x) ¢ R. Informally,
R does not relate x to itself.

* Targue that the precedence relation is better modeled as antisymmetric than asymmetric.
* This is ultimately motivated by the reframing of movement as (re-)Merge.
* Aftera constituent has moved, it c-commands its base position and therefore itself (reflexive c-command).

* After a constituent has moved, it both c-commands and is c-commanded by any constituent it crossed over
(symmetric c-command).

* Under many approaches to externalization, this leads to corresponding symmetry and reflexivity—failures
of asymmetry—during linearization (see Nunes, 2004 for discussion).

* However, reflexivity is trivial to resolve.
— Under a copy deletion approach (e.g., Nunes, 2004), we simply delete all but one copy of a con-
stituent. For the purposes of avoiding reflexivity, it does not matter which copies we delete.
— Under an approach where we delete ordered pairs from the precedence relation (e.g., Malanoski,

2024), we simply delete the reflexive ordered pair.

* If reflexivity is both ubiquitous and trivial to resolve, why bother resolving it? In other words, why not
define linear order as antisymmetric, so that reflexivity is no longer a problem to begin with?

2.2 Motivating many-to-many Vocabulary Insertion

* Contemporary theories of morphology often assume that Vocabulary Insertion—the mapping of syntactic
units onto their phonological exponents—is one-to-one: each syntactic unit has exactly one exponent, and
each exponent realizes exactly one syntactic unit.

* Such theories directly encode the principle of biuniqueness, “an idealized approach to the structure of
words in which one form corresponds to one meaning” (Harris, 2016, 3).

* However, the principle of biuniqueness is routinely violated in natural language:

— Portmanteaux are single exponents that encode multiple categories (many-to-one relationship).

— In multiple exponence, multiple exponents encode the same grammatical category (one-to-many re-
lationship). An example is given in (6), which shows multiple exponence of the class marker y- in
Batsbi (Nakh-Daghestanian: Georgia; Harris, 2016, 2).

(6) y-ox-y-o-y-an¥ ab
CM-1ip-CM-PRES-CM-EVID dress.ABS
‘Evidently she is ripping the dress.’

* Theories that assume the principle of biuniqueness typically require additional tools to accommodate
mappings that are not one-to-one.



Distributed Morphology

* Distributed Morphology (Halle & Marantz, 1993) assumes a one-to-one mapping between terminal nodes
and exponents.

* Therefore, Distributed Morphology requires morphological operations to handle mappings that are not
one-to-one.

— Fusion combines two terminal nodes into one, allowing for the insertion of portmanteaux.
— Fission allows multiple exponents to be inserted for a single terminal node, allowing certain types of
multiple exponence.
* The morphological operations that Distributed Morphology adopts are conceptually undesirable.
— These operations are theoretical primitives, constituting an arguably undesirable complication of the
theory of Language.

— Treating these operations as primitive raises the question of why they exist in Language and how they
arose.

— Although these operations manipulate syntactic structures, they are not constrained by syntactic
principles such as the No-Tampering Condition (Chomsky, 2008), creating an unconstrained “sec-
ond syntax” (Collins & Kayne, 2023).

Nanosyntax

* Nanosyntax (Caha, 2009; Starke, 2009) rejects most of the postsyntactic operations of Distributed Mor-
phology.

* Researchersin the Nanosyntax framework typically adopt either non-terminal spell-out or spanning (Tarald-
sen, 2018).

— Non-terminal spell-out: Vocabulary Insertion can target phrasal nodes as well as terminal nodes.

— Spanning: Vocabulary Insertion targets sequences of heads.

* Because the target of Vocabulary Insertion is larger than a single terminal, portmanteaux can be inserted
without adopting any additional operations.

* However, Nanosyntax also faces conceptual problems.

— Non-terminal spell-out requires “spell-out driven movement” to derive the structural configurations
for Vocabulary Insertion (Baunaz & Lander, 2018). This movement cannot be syntactic, as it does
not obey syntactic principles: it is not feature-driven and does not leave traces. Nevertheless , it takes
syntactic representations as input and produces syntactic representations as output, so it constitutes
a “second syntax” in the sense of Collins & Kayne (2023).

— Spanning is a new theoretical primitive: outside of its role in Vocabulary Insertion, “the notion of
span has no status in current theory” (Svenonius, 2016, 204).

— Itisnot obvious how to account for multiple exponence under Nanosyntax. One solution is to treat
multiple exponence as involving multiple functional projections (e.g., Wyngaerd etal., 2021), butit’s
not clear that this generalizes to all cases. Examples such as (6), with multiple identical, non-adjacent
exponents seem particularly challenging.



Diagnosis
* T argue that the conceptual issues faced by Distributed Morphology and Nanosyntax arise in part from

their commitment to the principle of biuniqueness.

* I show below that by abandoning this principle as a definitional trait of Vocabulary Insertion, we can
generate multiple exponence and portmanteaux without a “second syntax” or a proliferation of theoretical
primitives.

3 Theoretical framework

* Tassume that linearization is post-syntactic (Chomsky, 1995).
* Tadopt late insertion of lexical items (Halle & Marantz, 1993).

— Irefer to this process as Vocabulary Insertion, as above.

— Tuse the terms Vocabulary Item and exponent interchangeably.
* Tassume that this follows linearization (Arregi & Nevins, 2012; Ostrove, 2018).

— Since linearization precedes Vocabulary Insertion, it generates a binary relation over syntactic nodes
(terminal nodes, by assumption), which I call the u(nderlying)-precedence relation.

* Vocabulary Insertion maps the u-precedence relation onto the s(urface)-precedence relation, a binary
relation over Vocabulary Items.

— Forall (X, Y) in the u-precedence relation, Vocabulary Insertion adds (x, y) to the s-precedence rela-
tion, where x is the Vocabulary Item selected to realize node X and y is the Vocabulary Item selected
to realize node Y (this will be amended slightly in section 4.2).

* Itis possible that x = y. This is the case for a portmanteau that realizes both X and Y.

— We say that the s-precedence relation realizes the u-precedence relation, and that (x, y) realizes (X, ¥).

* The requirement that a precedence relation be a linear order (i.e., transitive, total, and antisymmetric) is an
output condition, so they need only hold of the s-precedence relation, not the phonologically contentless
u-precedence relation.

* For expositional purposes, I assume where necessary that asymmetric c-command maps onto precedence
(i.e., membership in the u-precedence relation). Elsewhere, I abstract away from the algorithm generating
the u-precedence relation.

* For expositional purposes, I assume that ordering conflicts are repaired by deleting ordered pairs from the
s-precedence relation (Malanoski, 2024).

— The u-precedence relation never needs to be repaired, since it does not need to be a linear order. Only
the s-precedence relation needs to be repaired.

* Repair is constrained by the Principle of Maximality (7), named after Optimality Theory’s Max (Prince
& Smolensky, 2004). This principle only allows deletions that are required to repair violations of antisym-
metry.”

* Just as we have a Principle of Maximality, we could propose a Principle of Dependence that forbids the addition of ordered pairs to the
s-precedence relation that do not correspond to ordered pairs in the u-precedence relation. However, the current framework provides
no mechanism for such additions in the first place, so such a constraint is unnecessary.

4



(7) Principle of Maximality: Let P, be a u-precedence relation that is mapped onto an s-precedence
relation P,. Then for all (X, Y) € P, such that (Y, X) & P, there exists (x, y) € P, such thatxis
an exponent of X and y is an exponent of ¥*

e Toillustrate:

— Suppose we have a u-precedence relation P, with (X, Y), (Y, X) € P,.

— Suppose that Vocabulary Insertion inserts some Vocabulary Item x for X and some Vocabulary Item

y for ¥, where x # y.

— This gives an s-precedence relation P, = {(x, y), (y, x) }, which is not antisymmetric.

— We can repair this by deleting (x, y): (x,y) realizes (X, ¥), but (Y, X) € P,, so the Principle of
Maximality does not protect (x, 7). (Likewise, we could delete (y, x) instead.)

* In addition to the Principle of Maximality, which governs the relationship between the u-precedence and
s-precedence relations, I propose a Precedence Mapping Principle (8), which governs the relationship be-
tween the s-precedence relation and the output string.

(8) Precedence Mapping Principle: Let P, be an s-precedence relation. For all Vocabulary Items x, y, if
(x,9) € P, then x precedes .

* The Precedence Mapping Principle satisfies a a conceptual necessity: the s-precedence relation needs to be
mapped onto precedence in order to produce a string.

* Because we allow reflexivity in the s-precedence relation (recall that this is the consequence of adopting
antisymmetry rather than asymmetry; see section 2.1), precedence must be defined in a way that allows
reflexivity, as in (9).

* On analogy with the distinction between subsethood and proper subsethood, I refer to the more tradi-
tional notion of precedence as proper precedence (10).

(9) Given lexical items x, y, x precedes y (x < y) if x is pronounced before or at the same time as .*

(10) Given lexical items x, y, x properly precedes y (x < y) if x is pronounced before y.

* Crucially, the Precedence Mapping Principle is a material implication, not a biconditional: it is not the
case that if an occurrence of x precedes an occurrence of y, then (x, y) € P,. This is necessary because any
Vocabulary Item (improperly) precedes itself: a word is pronounced at the same time as itself.’

* Toillustrate:

Suppose we have an s-precedence relation P, = {(x, ) }.

By the Precedence Mapping Principle, this maps onto the string x y.

In this string, x (improperly) precedes itself, but (x, x) & P, so the converse of the Precedence Map-
ping Principle does not hold for this example.

— To the extent that such cases are typical, this indicates that the Precedence Mapping Principle must
be a material implication rather than a biconditional: the converse does not hold.’

If we adopt an approach to linearization that does not require repair, then the we can drop the condition “such that (¥, X) & P,.”
Note that Iintend an inclusive interpretation of o7; this will be relevant to the discussion of autosegmental phenomena in section 4.1.
My use of Zmproper here invokes set theoretic terminology, where the term mproper subset is sometimes used to characterize a subset
that is equal to (rather than a proper subset of) its superset.

In general, the converse would only hold if for every Vocabulary Item x inserted, there exists (x, x) € P,. If precedence is read from the
syntactic structure, this means that every terminal node would have to be in a reflexive relationship with itself.



4 Empirical evidence

* I present three classes of empirical arguments in favor of the proposals.

— In section 4.1, I show that by adopting an antisymmetric conception of linear order, we can allow
straightforwardly for the linearization of simultaneous grammatical content that occupies different
autosegmental tiers.

— Insection 4.2, I show that by abandoning the principle of biuniqueness as a property of Vocabulary
Insertion, we can account for multiple exponence without proposing additional primitives.

— In section 4.3 and section 4.4, I show that these proposals together allow for the insertion of port-
manteaux without additional primitives and for attested patterns of multiple exponence involving
portmanteaux.

4.1 Simultaneity
* By treating linear order as antisymmetric rather than asymmetric, the present proposal can account for
simultaneity between content on different autosegmental tiers.
Grammatical tone

* Grammatical tone challenges the asymmetry approach to linear precedence.

* In Ekhwa Adara (Niger-Congo: Nigeria; based on fieldnotes), plural number is typically marked by a high
tone /H/ associated with the first syllable, as in (11).

(11)  Singular Plural Gloss
enéyine énéyine ‘woman’
ete éte ‘father’
swé fwé ‘child’
avo-y’ dvo-y’ ‘goat’

* Asymmetry entails irreflexivity, and thus the irreflexive notion of proper precedence.

* In the examplesin (11), there is nota relationship of proper precedence between the plural marker /H/ and
the nouns. For example, neither /H/ nor /enénjine/ properly precedes the other—they are pronounced at
the same time.

* Consequently, if we adopt asymmetry (and thus proper precedence), we end up with a failure of totality:
a floating morpheme is not ordered with respect to its “host” (see Kremers, 2012, 2013).

* Such examples do not pose a problem under an antisymmetry approach.

— Suppose that we have a u-precedence relation P, with (Num, N) € P,.

If we insert /H/ for Num and /enénjine/ for N, this gives an s-precedence relation P, with (/H/, /enépine/) €
P.

This can then be realized as [énénine] without problem: /H/ (improperly) precedes /enénine/ by
virtue of being pronounced at the same time as /enénjine/.”

Because the relevant notion of precedence allows simultaneity, there is no failure of totality.

7 Other principles will be responsible for determining exactly where /H/ is realized in /enénjine/. The crucial point s that these principles
can be incorporated into the linearization algorithm, rather than requiring a separate operation.
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Tone spreading

* Tone spreading is similarly challenging for asymmetry.

* For example, in Aghem (Niger-Congo: Cameroon), /ft kia/ ‘your (sg.) rat’ is realized as [t kia]: the high
tone of /f/ ‘rat’ spreads onto /kia/ ‘your (sg.)’, leading it to be realized with a falling tone (Hyman, 2011).

* Neither /ft/ nor /kia/ properly precedes the other: part of /fi/ (its tone) is realized at the same time as
part of /kia/ (its segments).

* Given that neither /f4/ nor /kia/ properly precedes the other, we once again have a failure of totality under
asymmetry.

* However, tone spreading does not pose a problem under an antisymmetry approach.

— Suppose we have a u-precedence relation P, with (N, D) € P,.
— If weinsert /fi/ for N and /kia/ for D, this gives an s-precedence relation P, with (/fu/, /kia/) € P,.
— This can then be realized as [fi kia] without issue.

* Recall the definition of precedence (9), repeated below.

* Part of /fu/ (its segments) is pronounced before /kia/, and part of /f/ (its tone) is pronounced
at the same time as part of /kia/ (some of its segments).

* However, because the o in (9) is inclusive, it is unproblematic of /fi/ is pronounced both be-
fore and at the same time as /kia/.

* In other words, the relationship between /f/ and /kia/ is one of precedence—/f/ precedes
/kia/—so the Precedence Mapping Principle is satisfied by the tone spreading realization as [fu
kia].

(9) Given lexical items x, y, x precedes y (x < ) if x is pronounced before or at the same time as y.

Non-manual gestur €S

* The present proposal also allows a Vocabulary Item to overlap with multiple other Vocabulary Items (un-
like the previous examples, where we have overlap between only two Vocabulary Items).

* Such examples occur in signed languages. For example, in (12) from German Sign Language, the non-
manual negation marker is signed at the same time as two other manual markers, FLOWER and BUY.

neg
(12) MOTHER FLOWER BUY

‘Mother does not buy a flower’ (Pfau & Quer, 2002; in Kremers, 2012, 985)

* Such examples pose the same challenge for asymmetry as the tone examples: the non-manual marker nei-
ther properly precedes nor is properly preceded by FLOWER and BUY, so there is a failure of totality under
asymmetry.

* This is not a problem under the antisymmetry approach.

— Suppose that we have a u-precedence relation P, with (Neg, N), (Neg, V), (N, V) € P,.

— Suppose that Vocabulary Insertion inserts neg for Neg, FLOWER for N, and BUY for V.



— This gives an s-precedence relation P, with (neg, FLOWER), (neg, BUY), (FLOWER, BUY) € P.

— This can be realized as in (12), with FLOWER properly preceding BUY, while the non-manual marker
neg is pronounced at the same time as both:

* The Precedence Mapping Principle is satisfied for (FLOWER, BUY) because FLOWER properly
precedes BUY.

* The Precedence Mapping Principle is satisfied for (neg, FLOWER) because negimproperly precedes—
is realized at the same time as—FLOWER.

* The Precedence Mapping Principle is satisfied for (neg, BUY) because neg improperly precedes
BUY.

* Itis not a problem that FLOWER ends before neg does, because the converse of the Precedence
Mapping Principle does not hold, as discussed in section 3: even if FLOWER in some sense
precedes part of neg, it does not follow that (FLOWER, neg) must be in 2.

Against other possible accounts

* As discussed above, the problem with asymmetry is that because asymmetry entails irreflexivity, and thus
proper precedence, it is incompatible with simultaneity.

* However, it is in principle possible to account for simultaneity without abandoning asymmetry.
* Option 1: Multiple linearizations

— If content on different autosegmental tiers is linearized separately, generating a separate precedence
relation on each tier then simultaneity is not an issue.

— For example, in the tone spreading case, /fii/ ‘rat’ properly precedes /kia/ ‘your (sg.)’ on the tonal
tier, because the high tone of the former is realized before the low tone of the latter, and /fd/ prop-
erly precedes /kia/ on the segmental tier, because the segments of the former are realized before the
segments of the latter.

— However, this involves an undesirable complication of the linearization process, for two reasons.

* This approach requires linearization to apply multiple times, since it must occur separately for
each autosegmental tier.

* This approach requires a separate operation to link representations on different tiers—that is,
to create simultaneity.

By allowing simultaneity to arise during linearization, we can avoid both issues under antisymmetry.
* Option 2: No simultaneity at PF
— Another alternative, suggested by Richard Kayne (p.c.), is to propose that simultaneity arises in the

phonology proper, subsequent to linearization.

— However, as with the previous alternative, this proposal complicates linearization by separating lin-
earization and the generation of simultaneity into separate operations.

— Additionally, there is no conceptual reason for simultaneity to be banned at linearization.

* The mainstream view of linearization is that it is an intermodular (PF) operation: it is involved
in translating syntactic representations into phonological ones.



* Given that the phonology clearly tolerates simultaneity, we would expect that linearization also

tolerates simultaneity, since the goal of linearization is to help produce a phonological represen-
tation.

— There is also empirical evidence suggesting that simultaneity can arise at PF 8

Summary

* Nupe (Niger-Congo: Nigeria) has a polarity focus construction in which the verb is realized

twice, as in (13).

(13) Musaba nakan ba

Musa cut meat cut
‘Musa DID cut the meat’ (Kandybowicz, 2007, 136)

According to Kandybowicz (2006, 2007, 2008), the exponent of the focus head is a floating low
tone.

Because this tonal morpheme needs a host, it triggers insertion of an additional exponent of the
verb.

Given that Vocabulary Insertion is an intermodular operation, it appears that the linking of
/L/ ‘Foc’ and its verbal host arises at PF: if the linking instead arose in the phonology, it would
require look-ahead to determine that the tonal morpheme requires a host to be inserted.

The intermodular nature of this linking is further supported by tonological interactions: in-
stead of forming a contour with the lexical tone of the verbal host—the expected outcome if
the tonal morpheme docks onto the verb in the phonology—the tonal focus morpheme trig-
gers a leftwards “downstep” not otherwise attested in Nupe phonology (Kandybowicz, 2004).

In conclusion, the Nupe data provide evidence for simultaneity arising at PF rather than in the

phonology.

* Because antisymmetry allows reflexivity, it entails a definition of precedence that allows simultaneity.

* This allows for more parsimonious accounts of simultaneity phenomena (e.g., grammatical tone) than are
available under the asymmetry approach.

4.2 Multiple exponence

* By allowing Vocabulary Insertion to be potentially many-to-many, the present proposal can also account
for multiple exponence without additional theoretical tools.

— I take multiple exponence to include the phenomenon sometimes known as “multiple copy spell-

out” (e.g., Kandybowicz, 2008), where the same word or phrase appears multiple times in an utter-
ance.

8 Ttis logically possible that simultaneity can arise both at PF and in the phonology. For example, certain varieties of Malay have a process

of nasal spreading that crosses morpheme boundaries, as in /mor)-ajak/ [manaja?] ‘to sift (active)’ (Onn, 1976). This can be considered

a form of simultaneity, as a nasal feature from /mar)/ is realized on /ajak/. However, on Onn’s analysis, this simultaneity must arise

in the phonology, because it is ordered after other phonological rules. This is a general diagnostic of phonological simultaneity within
rule-based approaches to phonology: if the process giving rise to simultaneity is ordered after other phonological processes, then it must
be phonological itself. On the other hand, simultaneity can be determined to arise at PF if (i) the generation of simultaneity is sensitive
to syntactic information (and not simply its phonological reflexes, such as prosodic phrasing); (ii) the generation of simultaneity feeds

other PF processes; or (iii) the simultaneity can be shown to be present in the input to phonology.



(14)

(15)

— (14) gives an example from dialectal German in which the wh-word wen appears twice.

— If we reject the separation between morphology and syntax (e.g., Baunaz & Lander, 2018; Collins &
Kayne, 2023), then unifying repetition of exponents above and below the word level in this way is
desirable, if not necessary.

wen glaubt Hans wen Jakob gesehen hat?
who thinks Hans who Jakob seen ~ has

“Who does Hans think Jakob saw?’ (McDaniel, 1986)

If Vocabulary Insertion is many-to-many, then Vocabulary Insertion is not forced to insert one exponent

for each head.
This requires a slight modification of my description of Vocabulary Insertion.

In section 3, we said that given a u-precedence relation P,, Vocabulary Insertion adds (x, y) to the s-
precedence relation P, for all (X, Y) € P,, where x is the Vocabulary Item selected to realize X and y is
the Vocabulary Item selected to realize Y. If Vocabulary Insertion can insert multiple exponents, then it
is incorrect to say that x and y are the Vocabulary Items inserted for X and Y. Rather, a more accurate de-
scription of Vocabulary Insertion is the following: for all (X, ¥) € P,, Vocabulary Insertion adds (x, y) to
P for all x inserted for X and for all y inserted for Y.

Given that I allow Vocabulary Insertion to be many-to-many, I view the preference for single exponence as
a tendency caused by other factors.

— A principle of Pronunciation Economy may directly favor the insertion of the fewest exponents pos-
sible (Fanselow & Cavar, 2001). After all, it is easier for the speaker to say less.

— There may be a parsing benefit to single exponence. In a sentence with only single exponence, every
Vocabulary Item realizes different syntactic nodes. But when multiple exponence is introduced, the
problem arises of determining whether two Vocabulary Items represent the same or difterent syn-
tactic nodes. By muddling the relationship between syntactic nodes and Vocabulary Items, multiple
exponence makes it more difficult to assign syntactic structure to a string.

— If deletion of ordered pairs from the s-precedence relation is subject to economy, then certain types
of multiple exponence will be disfavored (under a repair approach) for requiring more ordered pairs
to be deleted. In particular, fully superfluous multiple exponence (Caballero & Harris, 2012), where
multiple exponents realize the exact same features, typically requires more ordered pairs to be deleted
than single exponence. This is illustrated in the following example.

Let us illustrate how multiple exponence arises in the present framework.
First, we’ll consider single exponence.

Suppose we have a u-precedence relation P, with the ordered pairs in (15). This could correspond to a
structure such as (16), where 4 has re-merged to a high position.

Hypothetical u-precedence relation reflecting movement of 4.

(4,8) (4,C) (4, 4)

(8,C) (B, 4)
(C,4)
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* If we insert some Vocabulary Item « for 4, b for B, and ¢ for C, then this gives an s-precedence relation P,
with the ordered pairs in (17).

(17) Anunrepaired s-precedence relation for (15) with single exponence.

(a,b) (a,c) (a,a)

—~
>
~
~

o~ T~

oS S

* This s-precedence relation is not antisymmetric, since it has (2, b) and (a, ¢) on the one hand and (b, 2)
and (¢, 2) on the other hand.’

* To resolve this, we have to delete two ordered pairs. For example, if 4 moves overtly, then we delete (b, 2)

and (¢, a) to give P, = {(a,b), (a,c), (a,a), (b, c) }, producing the string 2 b c.
* Therefore, single exponence involves two deletions in this example.
* Now, let’s consider multiple exponence.

* Keeping the u-precedence relation in (15), suppose we insert two Vocabulary Items 2, and 4, for 4 (it is
irrelevant whether the two Vocabulary Items have the same phonological form).

* Then every ordered pair in P, that involves 4 will have two counterparts in P;: one where A4 is replaced by
ai,and one where 4 is replaced by 4, (the exception is (A4, A), which will have four counterparts).

— For example, Vocabulary Insertion will map (4, B) onto (a1, b) and (a,, b).
* Consequently, Vocabulary Insertion now gives the s-precedence relation in (18).

— To better indicate the correspondence between the u-precedence and s-precedence relation, the or-
dered pairs in (18) include subscripts indicating which ordered pair in (15) they realize.

’ Note that the presence of (2, 4) is unproblematic because antisymmetry allows reflexive ordering statements.
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(18) An unrepaired s-precedence relation for (15) with multiple exponence. Subscripts denote each ordered
pair’s counterpart in (15).

<d1,[7>(,4,3) <dlvc><A7C> <41741><A7A> <41742><A7A>
(@2,6) a8 (a2, )y (@2,a1) a4

(19, C> (B,C) <b7 41> (B,4

<C,611><C,A

<b7 ﬂz)w,A)
<C, ﬂz><c,,4>

* This s-precedence relation violates antisymmetry—for example, we have (41, b) and (b, 2;)—and thus re-
quires repair.

* Any solution would require five deletions. For example, to realize 2; at the left edge of the clause and 4,
“in situ,” we would have to delete (b, 21), (¢, a1), (a2, a1), (a2, b), and (a5, c), leaving the ordered pairs in
(19).

(19) A repaired s-precedence relation for (15) with multiple exponence. Ordered pairs have been rearranged
to make the surface order clearer.

(a1,21) (a1,0) (a1, c) (a1,42)
<b’ C> <badl> <b742>

(c,ar)  (c,az)

(@2, a2)

* This produces the string 2, b ¢ a,.

* Thus, producing fully superfluous multiple exponence requires more ordered pairs to be deleted than does
single exponence.

* Ifthe repair approach is correct, this may contribute to the cross-linguistic preference for single exponence.

* The previous example demonstrates that (fully superfluous) multiple exponence is possible when move-
ment has occurred, giving rise to reflexive ordered pairs (see section 2.1).

* In fact, reflexive ordered pairs are required to generate fully superfluous multiple exponence in this frame-
work.

* Suppose we have a u-precedence relation P, = {(4, B), (4, C), (B, C) }, reflecting a structure such as (20).

(20) [4[B[C]N

C

* If Vocabulary Insertion inserts some 41, 4, for 4, b for B, and ¢ for C, this then gives the s-precedence

relation P, = {(a1, b), (a1, ¢), (a2, b), (as,¢), (b,c) }.
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* Here, there is a violation not of antisymmetry, but of totality: the two exponents of 4, 4; and 4, are not
ordered with respect to each other.

* Because there is no mechanism for adding ordered pairs to the s-precedence relation, we cannot repair this
violation, so linearization fails.

* Thus, fully superfluous multiple exponence requires the u-precedence relation to contain reflexive ordered
pairs.

* If displacement is the only source of reflexivity in linearization, then this predicts that fully superfluous
multiple exponence can only arise when displacement has occurred.
Summary

* As shown in this section, by allowing Vocabulary Insertion to insert multiple exponents for a single node,
we can produce multiple exponence.

* Thisaccountdoes not depend on any postsyntactic operations other than Vocabulary Insertion and linearization—
there is no need for Fission.

* Unlike Nunes’s (2004) account of “multiple copy spell-out”, our account of multiple exponence does not
assume the existence of copies, and thus is compatible with the multidominance theory of movement.*

* This account does not preclude the possibility that some cases of apparent multiple exponence involve
multiple projections in the syntax, as argued by Wyngaerd et al. (2021).

* This proposal can account for multiple exponence involving portmanteaux. We demonstrate this in sec-
tion 4.4, after first introducing my account of portmanteaux.

4.3 Portmanteaux

* Because it treats linear order as antisymmetric and treats Vocabulary Insertion as many-to-many, the cur-
rent proposal allows for the insertion of portmanteaux without additional theoretical tools.

* The conceptual insight is that portmanteaux are an example not only of a many-to-one mapping (see sec-
tion 2.2), but also of simultaneity: when multiple nodes are realized by a single exponent, they are realized
simultaneously.

* Portmanteaux can be inserted under two structural configurations in this framework.

— A portmanteau can be inserted to realize linearly adjacent nodes; this has been argued independently
by Johnson (2012) and Ostrove (2018).

— A portmanteau can be inserted when two nodes 4 and B stand in a relation of “linear symmetry,”
where the u-precedence relation contains both (4, B) and (B, A); this is an apparently novel predic-
tion of the present framework.

' Nunes (2004) accounts for multiple exponence in the following way. He assumes that re-Merge leaves copies, and that copies must be
deleted in order for a syntactic structure to be linearizable. He further assumes that Fusion renders the fused nodes invisible to lineariza-
tion. Because linearization is what motivates copy deletion, and Fusion makes nodes invisible to linearization, a moved constituent can
be realized more than once if one of its copies undergoes Fusion: once on its own and then again as part of a fused morpheme.
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Adjacency-based portmanteaux

* Let us first discuss adjacency-based portmanteaux.
* Suppose we have a u-precedence relation P, = {(4, B) }.
* Suppose that the lexicon contains a portmanteau 4 that realizes both 4 and B.

* If Vocabulary Insertion is many-to-many, then Vocabulary Insertion can select ¢ to realize 4 and B (a
many-to-one relationship).

* If'so, then (4, B) will be mapped onto (b, ab) in the s-precedence relation P..

— Because I have adopted antisymmetry rather than asymmetry, such a reflexive ordered pair poses no
formal problem.

* Thiss-precedence relation will correspond to the string 26. This satisfies the Precedence Mapping Principle
for (b, ab): under the definition of precedence in (9), 26 precedes ab (that is, ab precedes itself) because
it is pronounced at the same time as itself. In other words, 6 improperly precedes itself.

* Now, suppose that P, = {(4,C), (4, B), (C,B)}, so that C intervenes between 4 and B. This could
correspond to the structure in (21).

(21) [4[C[B]]]

B

* If Vocabulary Insertion inserts 24 for both 4 and B and some exponent ¢ for C, then we have P, =

{lab,c). {ab.ab). (c.ab)}.
* There is now a clear violation of antisymmetry: we have both (40, ¢) and (c, 2b).

* However, the Principle of Maximality, repeated below, prevents the resolution of this violation.

(7) Principle of Maximality: Let P, be a u-precedence relation that is mapped onto an s-precedence relation
P,. Then forall (X, Y) € P, such that (Y, X) & P,, there exists (x, y) € P, such thatxis an exponent of
Xand yis an exponent of Y.

* The pair (a6, ¢) in P, corresponds to (4, C) in P,. Because (C, 4) & P,, (4, C) is protected by the Principle
of Maximality, so its realization (4, ¢) cannot be deleted.

* Likewise, the pair (¢, ab) in P, corresponds to (C, B) in P,. Because (B, C) ¢ P,, (C, B) is protected by

the Principle of Maximality, so its realization (¢, 2b) in P, cannot be deleted.

* Since we can delete neither (a0, ¢) nor (¢, ab), there is no way to resolve the violation of antisymmetry, so
linearization fails.
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* Thus, disrupting adjacency prevents the insertion of a portmanteau. In other words, adjacency is the struc-
tural configuration for insertion of portmanteaux here.

* Now consider the case where we have P, = {(C, 4), (C, C), (C, B), (4, C), (4, B) }. This represents the
case where the “trace” of C intervenes between 4 and B, as in (22).

(22) [cl4[c[B]]]]

B

* If we insert ¢ for C and ab as a portmanteau for 4 and B, then the P, maps onto P, as follows, giving

P, ={{c,ab), {c,c),(ab,c), (ab,ab)}:
- (C.A) = (e ab)

C) =
B) = {c.ab)
C) — (ab,c)
B) — (ab,ab)

¢, ¢)

_<C
(G,
{4,
(4

* Since we have both (¢, 20) and (45, ¢), antisymmetry is violated, so P, requires repair.

* The ordered pair (¢, 2b) realizes (C, B) (as well as (C, 4)). There is no (B, C) in P,, so the ordered pair
(¢, ab) is protected by the Principle of Maximality.

* On the other hand, (45, ¢) realizes (4, C). Because (C,4) € P,, the Principle of Maximality does not
protect (ab, ¢).

* Consequently, we can resolve the violation of antisymmetry by deleting (26, ¢), leaving P, = {(c, ab), (¢, c), (ab,ab)}.

* This corresponds to the string ¢ #b. In other words, “traces” do not prevent the insertion of portmanteaux
under adjacency.

Symmetry-based portmanteaux

* Let us turn to the second configuration under which portmanteaux can be inserted: linear symmetry.

* In general, if we have a u-precedence relation with symmetric counterparts (4, B) and (B, 4), then a port-
manteau can be inserted for both 4 and B, regardless of whether they are linearly adjacent.

* To illustrate, suppose that P, consists of the ordered pairs in (23). This corresponds to the case where 4
moves over B, C, and D, illustrated in (24).
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— Note that there is no adjacency between 4 and C: Bintervenes between the higher (left-edge) instance
of 4 and C, while D intervenes between C and the lower (right-edge) instance of 4.

(23) Hypothetical u-precedence relation for inserting portmanteaux under symmetry.

(4,B) (4,C) (4,D) (4,4)
(B,C) (B,D) (B,A)
(C,D) (C,A)

(D, 4)

(24) [4[B[C[D[4]1]

* Suppose we insert a portmanteau ac for 4 and C, along with separative morphemes & and d for B and D
respectively.

* Then the u-precedence relation in (23) will be mapped onto the s-precedence relation in (25), which sim-
plifies to (26) once we ignore repetitions.

— As with earlier examples, the ordered pairs in (25) are marked with subscripts indicating which or-
dered pair in (23) they realize.

(25) An unrepaired s-precedence relation for (23), reflecting insertion of portmanteaux under symmetry.
Repetitions are shown for expositional purposes. Subscripts denote each ordered pair’s counterpart in
(23).
(ac,b)ap (ac,ac)acy (ac,d)apy (ac,ac)iaaq
<b,d€><37c> <b, d> (B,D) <b, dC><B7A>
<dc> d) (C,D) <ﬂcv dc> (C.4)
(d, ac)p.4)
(26) An unrepaired s-precedence relation for (23), reflecting insertion of portmanteaux under symmetry.
Repetitions have been removed.

(ac,b) (ac,d) (ac,ac)
(b,d) (b, ac)
(d, ac)
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There are two violations of antisymmetry here: we have both (ac, b) and (b, ac), and both (ac,d) and

(d,ac).

However, (b, ac) realizes (B, C) (as well as (B, 4)).

Since (C, B) & P,, (b, ac) is protected by the Principle of Maximality as the realization of (B, C).
By the same logic, (ac, d) is protected as the realization of (C, D).

On the other hand, (ac, b) and (d, ac) are not protected because the ordered pairs they realize— (4, B) and
(D, A)—have symmetric counterparts.

Thus, the only way to resolve the violation of antisymmetry is to delete (ac, b) and (d, ac), leaving P, =

{(b, ac), (b, d), (ac, ac), (ac,d)}.
This corresponds to the string & ac d.

In other words, ac takes C’s position, that is, the position where we would expect C to be realized, all else

being equal.

In this way, portmanteaux can be inserted under symmetry, even if the nodes that the portmanteaux realize
are not adjacent.

Summary

To summarize, the present proposal allows for portmanteaux to be inserted under two structural configu-
rations: adjacency and symmetry.

As discussed above, authors such as Johnson (2012) and Ostrove (2018) have already argued for the inser-
tion of portmanteaux under adjacency.

The insertion of portmanteaux under symmetry is novel, at least to my knowledge.

— Itis not yet clear whether the theoretical possibility of symmetry-based portmanteaux is realized in
natural language.

Importantly, this account of portmanteaux requires no additional assumptions beyond the two theses of
this talk: that linear order is antisymmetric, and that Vocabulary Insertion is potentially many-to-many.

In a sense, the terminal node remains the unit of Vocabulary Insertion, but Vocabulary Insertion can insert
the same Vocabulary Item for different terminal nodes, so that terminal nodes share an exponent.

Crucially, this is not an additional assumption about Vocabulary Insertion, but simply a different one
from that made by frameworks that assume Vocabulary Insertion to be one-to-one (see section 2.2).

Additionally, I am not assuming that sequences of linearly adjacent nodes (or sets of nodes in symmetric
Y g q yadj Y
precedence relationships) are the targets of Vocabulary Insertion.

In other words, I am not proposing a novel primitive as the target for Vocabulary Insertion comparable
to the span (Svenonius, 2016) or stretch (Ostrove, 2018)—in principle, Vocabulary Insertion can insert a
portmanteau for any set of nodes, regardless of the structural relations between them.

Factors external to Vocabulary Insertion determine whether a portmanteau can successfully be inserted.
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— Vocabulary Insertion can naturally only insert a portmanteau if one is available in the lexicon.

— Because of the constraints imposed by linearization—the s-precedence relation must be transitive,
total and antisymmetric, and it must reflect the u-precedence relation (as expressed by the Principle
of Maximality)—it follows that portmanteaux can only be inserted for linearly adjacent nodes and for
nodes in a symmetric relationship, as demonstrated above. In general, trying to insert portmanteaux
in other configurations will cause linearization to fail.”

* Because it depends only on Vocabulary Insertion and linearization, both independently motivated" fea-
tures of the linguistic system, the present proposal is conceptually preferable to other proposals that posit
morphology-specific units or processes to derive portmanteaux.

— Asalready discussed, this proposal does not posit a morphology-specific unit of Vocabulary Insertion
comparable to the span or stretch.

— Unlike in Distributed Morphology, we do not need to posit a morphological operation of Fusion
(Halle & Marantz, 1993).

— Unlike versions of Nanosyntax that adopt nonterminal spell-out, we do not need to posit otherwise
unmotivated traceless movement (“spell-out-driven movement”) to derive the right structural con-
figuration for Vocabulary Insertion (Baunaz & Lander, 2018).

4.4 Multiple exponence with portmanteau

* The present proposal can account for multiple exponence involving portmanteaux.

Fully superfluous multiple exponence of portmanteaux

* The proposal can account for fully superfluous multiple exponence of portmanteaux, where multiple port-
manteaux express the same set of features.

* (27) provides an example from Dumi where the suffix -s7 ‘non-first person dual’, which expresses both
person and number, occurs twice (van Driem, 1993, discussed in Harris, 2016)."

(27)  dokbot-n-si-si ‘I saw you (DU)’ (Dumi (Sino-Tibetan: Nepal); Harris, 2016, 233)

* Suppose we have a u-precedence relation P, with the ordered pairs in (28). This could correspond to a
structure such as (29), where the constituent consisting of 4 and B has re-merged to a position above C.

(28) Hypothetical u-precedence relation reflecting movement of 4 and B.

(4,B) (4,C) (4,4)
(B,B) (B,C) (B,A)
(C,B) (C,4)

" There may be a parsing benefit to restricting portmanteaux to adjacent nodes. In effect, it reduces the hypothesis space for the listener,
since they would only need to consider representations where a portmanteau corresponds to adjacent nodes.

'* Vocabulary Insertion and linearization are independently motivated both empirically and conceptually. Empirically, they are inde-
pendently motivated in that neither operation is proposed solely to account for portmanteaux. Conceptually, they are independently
motivated in that some mechanism is independently required to pair syntactic structure with phonological content (the role of Vocabu-
lary Insertion), and to give this content temporal order (the role of linearization). While these mechanisms are independently motivated,
itis not conceptually necessary that they be post-syntactic (e.g., Collins & Kayne, 2023)).

" Note that examples such as (27) violate Kinyalolo’s Constraint (Kinyalolo, 1991), which prohibits the insertion of identical exponents
within a single complex head. Outputs that violate Kinyalolo’s Constraint are readily generated in this framework. Therefore, I take

the emergence of identical exponents within a single morphological word to be a matter of markedness, enforced differentially across
languages at PF.
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* If we insert portmanteaux 2b; and ab, for A and B and a morpheme ¢ for C, then this gives rise to the
s-precedence relation in (30), which simplifies to (31) after removing repetitions.

(30) An unrepaired s-precedence relation for (28) with multiple exponence of a portmanteau. Subscripts
denote each ordered pair’s counterpart in (28).

(@by,)ac) (aby,abi)aay (aby,aby) ) (aby,aby)ap (aby,aby)as
<4b27c>(147(> <db27db1>(14) <d[727ﬂ[72>(14714> <ﬂb27db1><ﬂ13> <ﬂb27db2><14»3>
<ﬂb1,c><37c> <élb1,ﬂbl><g <ﬂbl,ﬂbz><B’A> <ﬂb1,ﬂb1><373> <ﬂb1,ﬂbz><373>
(aby,c) gy (aby,abi)ay (aby,abr)a (aby,abi) s (abs,ab,) s

(c,ab >(C,A) (¢, ﬂbZ)(CA) (c, ﬂb1><C,B> {c, ﬂbz><c,3>

31) An unrepaired s-precedence relation for (28) with multiple exponence of a portmanteau, equivalent to
P p ple exp p q
(30). Repetitions have been removed.

(aby,c) (aby,aby) (aby,ab,)
(aby,c) (aby,aby) (aby,ab,)
(c,aby) (c,ab,)

* This s-precedence relation is not antisymmetric—for example, it contains both (a1, ¢) and (¢, ab;)—and
thus requires repair.

* Because every ordered pair in the u-precedence relation has a symmetric counterpart, the Principle of Max-
imality does not protect any ordered pair, leaving multiple options for repair.

o If we delete (aby,c), (aby,c), and (ab,,aby), this gives P, = {(c,ab1), (c,ab,), (aby,ab,), (aby,ab,),

(aby, ab,) }, which generates the string ¢ ab; ab,.

Partially superfluous multiple exponence

* This proposal can also account for partially superfluous multiple exponence, where the features of one
exponent are a proper subset of the features of another exponent (Caballero & Harris, 2012).

* For example, in (32), person is expressed twice: by the prefix ke-, which only expresses person, and by the
suffix -pwa, which also expresses number (Dahlstrom, 2000, discussed in Caballero & Harris, 2012).
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(32) ke-nowi:-pwa
2-go.out-2PL
“You (pl.) go out.” (Meskwaki (Algic: USA); Caballero & Harris, 2012, 176)

* We will again assume the u-precedence relation in (15), which could correspond to a structure such as (16)

(both repeated below).

(15) Hypothetical u-precedence relation reflecting movement of 4.

(4,8) (4,C) (4,4)
(8,C) (B.4)
(C.4)

(16) [4[B[C[4]]l]

* Suppose Vocabulary Insertion inserts 2 for 4, b for B, and a portmanteau ac for 4 and C, so that A4 is
expressed both by the separative morpheme « and as part of the portmanteau ac.

* This gives the s-precedence relation in (33), which simplifies to (34) after removing repetitions.

(33) An unrepaired s-precedence relation for (15) with partially superfluous multiple exponence. Subscripts
denote each ordered pair’s counterpart in (15).

(@,0)p  (@ac)uc) (aa)as (@ a0) )
<d€, b></473> <d€, élC> (4,C) <d€,él><A7A> <ﬂC, ﬂC> (4,4)
(byac)pcy (bsa)pay (b, ac)sa)

(ac,a)cay (ac,ac)ca

(34) An unrepaired s-precedence relation for (15) with partially superfluous multiple exponence, equivalent
to (33). Repetitions have been removed.

(a,b) (a,ac) (a,a)
(ac,by (ac,ac) (ac,a)

(byac) (b,a)

* There are three violations of antisymmetry in the s-precedence relation: (a, b) vs. (b, a), (a, ac) vs. (ac, a),

and (ac, b) vs. (b, ac).
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* The ordered pair (4, ac) realizes (B, C), which has no counterpart (C, B) in P,. Consequently, (b, ac) is
protected by the Principle of Maximality, so (ac, &) must be deleted instead.

* For the other two violations of antisymmetry, there are several options. As an example, if we delete (b, 2)
and (ac, a), then we will have P, = {(a,a), (a,b), (a, ac), (b, ac), (ac, ac) }, giving the string @ b ac, which
corresponds with (32).

* Thus, partially superfluous multiple exponence can be generated within this framework.

Overlapping multiple exponence

* The present proposal can also account for overlapping multiple exponence, where two or more portman-
teaux share some feature(s) but differ in others (Caballero & Harris, 2012).

* An example is given in (35), from Daga (Murane, 1974; discussed in Caballero & Harris, 2012). Here,
agreement is expressed on two suffixes: -nzgas, which also expresses the intensive, and -7v7n, which also
expresses the present continuous.

(35) kanda-nigas-ivin
awaken-INTENSIVE.ISG.SUBJ-PRS.CONTINUOUS.ISG.SUBJ
‘Tam awakening.” (Daga (Trans-New Guinea: Papua New Guinea); Caballero & Harris, 2012, 176)

* Again maintaining the u-precedence relation in (15), corresponding to (16), suppose that we insert a port-
manteau 2b for 4 and B and a portmanteau ac for 4 and C.

* This gives the s-precedence relation P, in (36), which simplifies to { (@b, ab), (ab, ac), (ac, ab), (ac, ac) }.

(36) An unrepaired s-precedence relation for (15) with overlapping multiple exponence. Subscripts denote
each ordered pair’s counterpart in (15).

(ab,ab)yp (ab,ac)uc) (ab,ab)ay (ab,ac) qq
(ac,ab)ap (ac,ac)acy (ac,ab)iaqgy

(ab,ac) gy (ab,ab)pq (ab,ac

(ac,ab)ic.ay

~

<B7A
ac,ac)(c.a

* With both (26, ac) and (ac, ab), this s-precedence relation has a single violation of antisymmetry.

* However, (ab, ac) realizes (B, C) and thus is protected by the Principle of Maximality, as in the previous
example.

* Consequently, the only way to resolve the violation of antisymmetry is to delete (ac, ab), giving P, =

{{ab,ab), (ab,ac), (ac,ac)}.

* This produces the string ab ac, which corresponds to (35).

S Discussion

* Thave argued for two proposals in service of advancing a more restrictive theory of externalization.

* The first proposal is that linear order is better modeled as antisymmetric than asymmetric.
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— Conceptually, this proposal reflects changes to the theoretical landscape since Kayne 1994.

— In effect, a side effect of the reframing of movement as Merge is that reflexivity becomes endemic to
syntax.

— If we assume that linear order is asymmetric, then such reflexivity poses a problem when syntactic
structure is linearized.

— However, the problem can be avoided if linear order is taken to be antisymmetric, thereby allowing
reflexivity.
— The main empirical advantage of antisymmetry over asymmetry is its ability to account for simul-
taneity.
* Here, I discussed tonal morphemes, tone spreading, non-manual signs, and portmanteaux, but
the proposal can be extended to other simultaneity phenomena.
* For example, it should be compatible with proposals that treat (components of) intonational
contours as exponents of syntactic structure.
* This is no small advantage: if we count intonation, then simultaneity is a universal or near-
universal property of language.

— There appear to be no advantages of adopting asymmetry over antisymmetry.
* One might argue that antisymmetry introduces a complication in that linearization needs to
determine whether to create a sequential or simultaneous representation.

* However, if simultaneity simply occurs wherever it is possible (Kremers, 2013)—for example,
where material occupies different autosegmental tiers—then there is no burden of deciding be-
tween simultaneity and sequentiality.

* The second proposal is that Vocabulary Insertion is not one-to-one, but many-to-many.

— Despite the well-known fact that the relationship between syntactic features and their exponents is
many-to-many, a number of morphological theories assume the mechanism behind this relationship
(i.e., Vocabulary Insertion) to be one-to-one.

— Such theories must then propose additional mechanisms to account for deviations from this idealized
one-to-one relationship.

— By contrast, I attribute the many-to-many relationship between syntactic features and exponents to
Vocabulary Insertion itself, obviating the need for additional mechanisms.

— Consequently, we can generate portmanteaux and multiple exponence without adopting (i) morphology-
specific operations such as Fission or Fusion, or (ii) morphology-specific units such as the span or
stretch.

— Allowing Vocabulary Insertion to be many-to-many makes the operation more powerful, potentially
raising concerns about overgeneration.

— However, I have demonstrated that linearization constrains Vocabulary Insertion: under the wrong
conditions, insertion of portmanteaux or multiple exponents causes linearization to fail.

— Talso suggested other factors that may constrain Vocabulary Insertion, although these were not the
focus of the talk.
* Tsuggested in section 4.2 that parsing and economy may favor single exponence.

* On the other hand, multiple exponence may be favored because it arguably benefits the listener:
it provides more opportunities to perceive content, and in some cases makes the syntactic rep-
resentation more explicit (when “traces” are pronounced, as in (14)).
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— This picture of competing constraints influencing Vocabulary Insertion suggests an Optimality The-
oretic approach.™

— Such an approach would bring Vocabulary Insertion in line with other postsyntactic phenomena:
Optimality Theory is mainstream in treatments of phonology proper and of prosodic parsing (Selkirk,
2011), and is gaining ground in studies of linearization (Kusmer, 2020; Johnson, 2023). I leave this
to future work.

* The proposals in this talk constitute a first step towards a novel research program, which I call Intermod-

ular Morphology.

* The goal of this research program is to capture morphological generalizations without a morphology mod-
ule. In effect, there is syntax, there is phonology, and there are the intermodular operations that translate
between them—in other words, the syntax-phonology interface or “PF.”

* Specifically, Intermodular Morphology rejects PF operations that are not directly implicated in the trans-
lation from syntax to phonology. Thus, PF operations must have the following properties:

(37) Properties of PF operations
a. The operation takes as its input (i) the output of syntax or (ii) the output of an earlier PF operation.”

b. The output of the operation is not a syntactic representation.

* Intermodular Morphology thus excludes most postsyntactic operations of Distributed Morphology, as
well the spell-out driven movement of Nanosyntax, since these are non-syntactic operations that produce
syntactic representations as output, in violation of (37b).

* Likewise, because there is no morphology component, there are no representations proper to that com-
ponent. Consequently, there can be no spans unless they are produced as the output of an intermodular
operation.

* Intermodular Morphology thus avoids the conceptual challenges faced by these theoretical tools (see sec-
tion 2.2 and Collins & Kayne, 2023) and presents a more parsimonious view of Language, with fewer
modules and fewer primitives.

* Moreover, by reducing the number of unexplained primitives, Intermodular Morphology forces us to go
beyond explanatory adequacy (Chomsky, 2004) in our account of morphological phenomena.

* In this talk, I have taken linearization and Vocabulary Insertion to be intermodular, licensing their use in
accounting for morphological generalizations.

** Distributed Morphology’s Subset Principle (Halle, 1997) and Nanosyntax’s Superset Principle (Starke, 2009) can be considered invio-
lable faithfulness constraints governing permissible mismatches between features of syntactic structures and features of their exponents.
In an Optimality Theoretic approach, these would be replaced by one or more faithfulness constraints. For example, a form of Max
might penalize cases where an exponent has less features than the structure it realizes, while a form of DEP might penalize cases where
an exponent has more features than the structure it realizes.

Y Tintend an inclusive o7 here. For example, as understood here, Vocabulary Insertion takes as input both the output of syntax and the
output of linearization.
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— Linearization takes the syntactic structure as its input, satisfying (37a), and produces the u-precedence
relation as its output. The u-precedence relation is a set of ordered pairs of terminal nodes, which is
not a syntactic representation, thereby satisfying (37b).**

— Likewise, Vocabulary Insertion takes as its inputs the u-precedence relation and the syntactic struc-
ture (since features are used in selecting exponents) and produces the s-precedence relation. The
s-precedence relation is a set of ordered pairs of exponents, which is not a syntactic object.

* Intermodular Morphology is a research program, not a specific framework.

— The proposals advanced in this talk represent only one implementation of Intermodular Morphol-
ogy.

— Other researchers may assume a different inventory of intermodular operations, or may assume these
operations to be of a different nature.

— Researchers may vary in whether they attribute a specific phenomenon to the syntax, the phonology,
intermodular operations, or some combination of these.

* For example, Collins & Kayne’s (2023) Morphology-as-Syntax rejects postsyntactic Vocabulary
Insertion, and in general, it seeks morphological explanations in the syntax. Despite these dif-
ferences, Morphology-as-Syntax can be considered an implementation of Intermodular Mor-
phology: they account for morphological generalizations without a morphology module.

* Thope that researchers will take seriously the search for an Intermodular Morphology, even if they do not
agree with the specific proposals advanced in this talk.
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